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  LESSON 28:  ESTI MATI NG A POPULA TI ON MEAN µ  

 
IF !  IS " KNOWN"( )  

How Do We Use the z Distribution to Estimate µ ? 
 
 

PART A: ASSUMPTIONS 
 

In this Lesson, we will find  1! "( )  confidence intervals (CIs) for a  

population mean µ  under these assumptions: 
 
 

¥ The population standard deviation (SD) σ  is Òknown.Ó 
 

This may seem like a strange assumption if we donÕt even know µ . 
In the next Lesson, we will deal with the more practical case where σ  
is unknown. 

 
 

¥ The Central Limit Theorem (CLT) applies. 
 

That is, one or both of these is true: 
 

¤ The original distribution is approximately normal: 
 

   X ∼
approx.

Normal  
 

(In fact, the distribution only has to be roughly normal if the 
sample size is not too small.) 
 

OR 
 

¤ The sample size is large   n > 30( ) . 
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PART B :  CONSTRUCTING A 1! "( )  CI FOR  µ  

 
 

A  1−α( )  CI for µ , when σ  is Òknown,Ó is given by: 
 

 µ = x ± E  
 

where the margin of error  
 

  
E = zα /2

σ
n

⎛
⎝⎜

⎞
⎠⎟

 

 

That is, 
 

  
µ = x ± zα /2

σ
n

⎛
⎝⎜

⎞
⎠⎟

 

 
 

These formulas make sense because: 
 

¥ The CI for µ  is symmetric about  x . 
 

¥ The margin of error  E is the product of: 
 

¤   zα /2 , the positive critical value (CV) from the z distribution, 

which depends on the confidence level  1−α( )  
 

 
 

AND 
 

¤ 
 

σ
n

⎛
⎝⎜

⎞
⎠⎟

, the standard error 
 
σ

X
 from the CLT . 

It is the SD of the distribution for  X . 
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Rounding Rule for E 
 

Round off the margin of error E to the same number of decimal places 
as the given value of the sample mean  x . 

 

Note: If we wanted to be conservative (basically, playing it safe), 
we could round up the value of E to that number of decimal places. 
This will tend to widen the resulting CI. 

 
 

Example 1 (A 95% CI for a Population Mean; Population SD Known) 
 

A machine is designed to make cartons of 16.0 fluid ounces (fl oz) of  
ice cream. The amount of ice cream in the cartons is approximately 
normally distributed  with population SD 2.35 fl oz. 
 

We take a random sample of 19 cartons. The sample mean is 17.2 fl oz. 
 

Find a 95% confidence interval (CI) for the population mean amount of ice 
cream per carton. Write  the CI in the form  µ = x ± E  and the form

 lower limit, upper limit( ). Interpret  the CI. 
 

Use these hints about the z distribution: 

 
 

§ Solution 
 

Let µ  be the population mean amount of ice cream per carton. 
 
The methods of this Lesson apply because: 
 

¥ We are finding a CI for a population mean µ . 
 
¥ We are assuming that the population SD !  is known. 
 
¥ We are assuming that the ice cream amounts per carton are 
approximately normally distributed , so the CLT applies. 
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The sample size   n =19 cartons. 
 

The sample mean   x =17.2 fluid ounces. 
 

The population SD is assumed known:  ! = 2.35 fluid ounces. 
 
The margin of error  
 

  

E = z! /2

"

n

#

$%
&

'(

) 1.96
2.35

19

#

$%
&

'(

) 1.1 fluid ounces*+ ,-

 

 

We round the value of E to one decimal place because the value of 

 x , 17.2 [fluid ounces], was. 
 

A 95% confidence interval (CI) for µ  is given by: 
 

  

µ = x ± E

µ ! 17.2±1.1 in fluid ounces"# $%
 

 

The lower limit  ! 17.2" 1.1 ! 16.1 fluid ounces#$ %& 
 

The upper limit  ! 17.2" 1.1 ! 18.3 fluid ounces#$ %& 

 

Our 95% CI for µ  is: 
 

 16.1 fluid ounces, 18.3 fluid ounces( )  

 

Interpretation:  
 

We are 95% confident that this interval contains the population mean 
amount of ice cream per carton. 
 

Think About It: What should the ice cream company do? 
 

The cartons are supposed to contain 16.0 fl oz of ice cream, yet the 
95% CI for the population mean does not contain 16.0 fl oz. Based 
on this analysis, the ice cream company has sufficient evidence 
against the claim that the population mean is 16.0 fl oz. It may want 
to recalibrate the machine so that it puts less ice cream in the cartons. 

§ 
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Example 2 (A 99% CI for a Population Mean; Population SD Known; 
Revisiting Example 1) 

 

We will repeat Example 1, except: 
 

Find a 99% confidence interval (CI) for the population mean amount of ice 

cream per carton. Write  the CI in the form  µ = x ± E  and the form

 lower limit, upper limit( ). Interpret  the CI. 
 

Use these hints about the z distribution: 

 
 

§ Solution 
 

Let µ  be the population mean amount of ice cream per carton. 
 

The methods of this Lesson apply; see Example 1. 
 
 

The sample size   n =19 cartons. 
 

The sample mean   x =17.2 fluid ounces. 
 

The population SD is assumed known:  ! = 2.35 fluid ounces. 
 
The margin of error  
 

  

E = zα /2

σ
n

⎛
⎝⎜

⎞
⎠⎟

≈ 2.58
2.35

19

⎛
⎝⎜

⎞
⎠⎟

≈1.4 fluid ounces⎡⎣ ⎤⎦

 

 

We round the value of E to one decimal place because the value of 

 x , 17.2 [fluid ounces], was. 
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A 99% confidence interval (CI) for µ  is given by: 
 

  

µ = x ± E

µ ≈ 17.2 ± 1.4 in fluid ounces⎡⎣ ⎤⎦
 

 

The lower limit  ≈ 17.2 − 1.4 ≈ 15.8 fluid ounces⎡⎣ ⎤⎦  
 

The upper limit  ≈ 17.2 + 1.4 ≈ 18.6 fluid ounces⎡⎣ ⎤⎦  

 

Our 99% CI  for µ  is: 
 

 15.8 fluid ounces, 18.6 fluid ounces( )  

 

Interpretation:  
 

We are 99% confident that this interval contains the population mean 
amount of ice cream per carton. 
 
Think About It: Why is this CI wider than the one found in  
Example 1? 
 
Think About It: What does this analysis suggest that the ice cream 
company do? 
 
The cartons are supposed to contain 16.0 fl oz of ice cream, and the 
99% CI  for the population mean does contain 16.0 fl oz. Based on 
this analysis, the ice cream company has insufficient evidence 
against the claim that the population mean is 16.0 fl oz. There is 
insufficient evidence to suggest the need to recalibrate the machine. 

§ 
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PART C: DETERMINING SAMPLE SIZE n 
 

Before we draw a sample, it would be nice to know how large it should be so that 
we have a certain confidence level and a certain margin of error  E. 
 

 
 

Determining Sample Size n (for Estimating µ ) 
 

For a  1−α( )  confidence level and a desired margin of error  E ,  

the required sample size n is given by: 
 

  
n =

zα /2σ
E

⎛
⎝⎜

⎞
⎠⎟

2⎡

⎢
⎢
⎢

⎤

⎥
⎥
⎥
  

 

where ⎡⎢ ⎤⎥  is the ceiling (or Òround-upÓ) operator. 

 

¥ If 
  

zα /2σ
E

⎛
⎝⎜

⎞
⎠⎟

2

 is an integer greater than 30 É  (31, 32, 33, etc.) É 

then take it as the desired sample size. 
 

¥ If 
  

zα /2σ
E

⎛
⎝⎜

⎞
⎠⎟

2

 is not an integer, then round it up to the next integer. 

 

¥ How do we obtain this formula? 
 

We take the margin of error formula 
  
E = zα /2

σ
n

⎛
⎝⎜

⎞
⎠⎟

 

and solve it for n. We then round up (if necessary) to be 
conservative. 

 
¥ If we end up with   n = 30  or less, then in order to use these methods, 
the original distribution should be approximately normal: 
 

   X ∼
approx.

Normal  
 

 
 
 
 

 



(Lesson 28: Estimating a Population Mean µ  (If !  is ÒKnownÓ))  28.08 
 

Example 3 (Determining Sample Size n; Revisiting Example 2) 
 

In Example 2, our 99% CI  for µ , the population mean amount of ice cream 
per carton, was 2.8 fluid ounces wide, with a margin of error of 1.4 fl oz: 
 

 15.8 fluid ounces, 18.6 fluid ounces( )  

 

The amount of ice cream in the cartons is approximately normally 
distributed with population standard deviation 2.35 fluid ounces. 
 
Find the required sample size n that would give us a margin of error  of 
0.5 fluid ounces for a 99% CI  for µ . 

 

Interpret  your result. 
 

Use these hints about the z distribution: 

 
 

§ Solution 
 

  

n=
z! /2 "

E

#

$%
&

'(

2)

*

*
*

+

,

,
,

=
2.58( ) 2.35( )

0.5

#

$
%

&

'
(

2)

*

*
*

+

,

,
,

= 147.04)* +,
=148 cartons

  

 

Interpretation:  
 

We need to randomly sample 148 cartons of ice cream to be 99% 
confident that the eventual sample mean will be within about 0.5 
fluid ounces of the population mean amount of ice cream per carton. 

 

¥ We say ÒeventualÓ sample mean because we havenÕt found it yet! 
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PART D: THE DIFFICULTY OF REDUCING E 
 

In Example 3, we needed a sample size of 148 to get a CI for µ  that looked like: 
 

 
At the same confidence level, what sample size would we need to cut the margin of 
error E in half (down to 0.25 fluid ounces)? 
 

 
 

We can rewrite 

  

n =
zα /2σ

E

⎛
⎝⎜

⎞
⎠⎟

2⎡

⎢
⎢
⎢

⎤

⎥
⎥
⎥
 as 

  

n =
zα /2( )2

σ 2

E2

⎡

⎢
⎢
⎢

⎤

⎥
⎥
⎥
. 

 

There is basically an inverse square relationship between n and E. 
 

¥ If you want the new margin of error to be 
 

1
2

 the old margin of error, the 

sample size n would have to be multiplied by about 4. In Example 3, we 
would need a sample size of 589, which is about 4 times 148. 
 

¥ If you want the new margin of error to be 
 

1
4

 the old margin of error, the 

sample size n would have to be multiplied by about 16. In Example 3, we 
would need a sample size of 2353, which is about 16 times 148. 
 

WARNING 1 : It is more difficult to reduce the margin of error E than one might 
think! 
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  PART E :  ESTIMATING !  

 
One complication with our sample size formula is that we need to estimate ! , the 
population SD. What are some ways of doing this? 
 
 

¥ We could use the sample SD s from a related study. 
 

¤ LetÕs say we are doing a study of American men. We could use s from a 
related study on all American adults (which, if anything, is likely to be 
larger than needed), and that could give us a conservative estimate for the 
required sample size n. Being conservative means erring on the side of 
making n larger than it needs to be. 
 
 

¥ We could begin sampling and use the Òrunning valueÓ of s sometime after the 
sample size gets past 30. 
 

¤ Our estimates could be updated later. 
 
 

¥ From Lesson 9, we saw this rough means of estimating ! :   
  

 
The "Two SD" 2!( )  Rule for Estimating !  
 

 
σ ≈

Realistic range
4
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  LESSON 29:  ESTI MATI NG A POPULA TI ON MEAN µ  

 
IF !  IS UNKNOWN( )  

How Do We Use t Distributions to Estimate µ ? 
 
 

PART A: ASSUMPTIONS 
 

In this Lesson, we will find  1! "( )  confidence intervals (CIs) for a  

population mean µ  under these assumptions: 
 
 

¥ The population standard deviation (SD) σ  is unknown. 
 

While we will use many ideas from the previous Lesson, 
this Lesson will be far more useful. 

 
 

¥ The Central Limit Theorem (CLT) applies. 
 
That is, one or both of these is true: 
 

¤ The original distribution is approximately normal: 
 

   X ∼
approx.

Normal  
 

(In fact, the distribution only has to be roughly normal if the 
sample size is not too small.) 
 

OR 
 

¤ The sample size is large   n > 30( ) . 
 
 

Actually, there is more theory beyond the CLT involved in this 
Lesson.  
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PART B :  CONSTRUCTING A 1! "( )  CI FOR  µ  

 
 

A  1−α( )  CI for µ , when σ  is unknown, is given by: 
 

 µ = x ± E  
 

where the margin of error  
 

  
E = t! /2

s
n

"

#$
%

&'
 

 

That is, 
 

  
µ = x ± tα /2

s

n

⎛
⎝⎜

⎞
⎠⎟

 

 

We use the t distribution on   n! 1( )  degrees of freedom (df). 
 
 
 

The final formula resembles the corresponding one from the previous 
Lesson, when we assumed that σ  was known: 
 

  
µ = x ± zα /2

σ
n

⎛
⎝⎜

⎞
⎠⎟

 

 
There are two differences between this formula and our new one: 

 
¥ We use critical values (CVs) from a t distribution instead of the  
z distribution. 

 
¥ We use the sample SD s instead of the population SD σ . 
 

Using s instead of σ  throws more uncertainty into our analysis, so we are 
forced to widen our CIs. Using CVs from a t distribution (as opposed to the 
z distribution) will lead to wider CIs. 
 
If the number of degrees of freedom (df) gets very large, the z distribution 
is sometimes used as a close approximation to the t distribution. 
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Rounding Rule for E (same as for Lesson 28) 
 

Round off the margin of error E to the same number of decimal places 
as the given value of the sample mean  x . 

 

Note: If we wanted to be conservative, we could round up the value of 
E to that number of decimal places. This will tend to widen the resulting 
CI. 

 
 

Example 1 (A 90% CI for a Population Mean; Population SD Unknown) 
 

The houses in Springfield have values that are approximately normally 
distributed. Ten randomly selected houses are assessed. The sample mean 
house value is $350,000, and the sample SD is $25,800. 
 

Find a 90% confidence interval (CI) for the population mean house value in 
Springfield.  Write  the CI in the form  µ = x ± E  and the form

 lower limit, upper limit( ). Interpret  the CI. 
 

Use these hints about the t distribution on 9 degrees of freedom (df): 

 
 

 

§ Solution 
 

Let µ  be the population mean house value in Springfield. 
 

The methods of this Lesson apply because: 
 

¥ We are finding a CI for a population mean µ . 
 

¥ We are assuming that the population SD !  is unknown. 
 

¥ We are assuming that the house values in Springfield are 
approximately normally distributed , so the CLT applies. 
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The sample size   n =10  houses. 
 

We want to use critical values (CVs) from the t distribution on 9 df, since 

  n! 1( ) = 10 ! 1 = 9 . 
 

The sample mean   x = $350,000 . 
 

The sample SD   s = $25,800. 
 
The margin of error  
 

  

E = t! /2

s

n

"

#$
%

&'

( 1.833
25,800

10

"

#$
%

&'

( $14,955

 

 

 

A 90% confidence interval (CI) for µ  is given by: 
 

  

µ = x ± E
µ ! $350,000± $14,955

 

 

The lower limit  ! $350,000 " $14,955 ! $335,045  
 

The upper limit  ! $350,000 + $14,955 ! $364,955 
 

Our 90% CI  for µ  is: 
 

 $335,045, $364,955( )  

 

Interpretation:  
 

We are 90% confident that this interval contains the population mean 
house value in Springfield. 

§ 
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LESSON 30: ESTIMATING A POPULATION  
PROPORTION or PROBABILITY p 

How Do We Use the z Distribution to Estimate p? 
 
 

PART A: ASSUMPTIONS 
 

In this Lesson, we will find  1! "( )  confidence intervals (CIs) for a  

population proportion or probability p. 
 
For a fixed sample size n, we assume that we have a binomial experiment.  
If   X  is the number of successes, then we assume that   X ~ Bin n, p( ) . 
 

The sample proportion 
  
öp =

x
n

, where x is the number of successes we see in our 

sample. Also,   öq =1! öp. 
 
We will use a normal approximation to a binomial distribution; see Lesson 23. 
 

¥ To justify this, we need to verify  that   np̂ ! 5  and   nöq ! 5. 
 
¥ Since we donÕt know the values of p and q, we use our values for   öp  and   öq 
instead. 
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PART B :  CONSTRUCTING A  1! "( )  CI FOR  p  

 
 

A  1−α( )  CI for p is given by: 
 

  p = öp ± E  
 

where the margin of error  
 

  
E = z! /2

öpöq
n

 

 

That is, 
 

  
p = öp ± z! /2

öpöq
n

 

 
 

These formulas make sense because: 
 

¥ The CI for p is symmetric about   öp . 
 

¥ The margin of error  E is the product of: 
 

¤   zα /2 , the positive critical value (CV) from the z distribution, 

which depends on the confidence level  1−α( )  
 

AND 
 

¤ 
  

p̂q̂
n

. 
 

X  is the number of successes (in n trials) as a random 
variable. If   X ~ Bin n, p( ) , then: 

 

   
X !

approx.

N mean = np, SD = npq( )  
 

The sample proportion as a random variable: 
 

   

öP =
X
n

!
approx.

N mean =
np
n

, SD =
npq
n

!

"
#

$

%
&

öP =
X
n

!
approx.

N mean = p, SD =
pq
n

!

"
#

$

%
&
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Example 1 (A 90% CI for a Population Proportion or Probability) 
 

A magicianÕs coin is flipped 500 times. It comes up heads 230 times. 
Verify  that normal approximations are appropriate in this problem. 
Find a 90% confidence interval (CI) for the probability that the coin comes 
up heads on a flip. Write  the CI in the form  lower limit, upper limit( ). 
Interpret  the CI. 
 
Round off values of   öp ,   q̂ , and E to three decimal places. 

 

Use these hints about the z distribution: 

 
 

§ Solution 
 

Let p be the probability that the coin comes up heads on a flip. 
 
The sample size   n = 500  coin flips. 
 

The number of successes   x = 230  heads. 
 

The sample proportion  
  
p̂ = x

n
= 230

500
= 0.460 . 

 

Also,   öq = 1− öp = 1− 0.460 = 0.540. 
 
 

Verify  that normal approximations are appropriate in this problem. 
 

  

np̂ = 500( ) 0.460( ) = 230 ≥ 5

Note:  np̂ = x, the number of successes, or heads.( )
nq̂ = 500( ) 0.540( ) = 270 ≥ 5

Note:  nq̂ = the number of failures, or tails.( )
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The margin of error  
 

  

E = z! /2

öpöq
n

" 1.645
0.460( ) 0.540( )

500
" 0.037

 

 

 

Avoid rounding until the last step. 
 

A 90% confidence interval (CI) for p is given by: 
 

  

p = p̂ ± E

p ! 0.460 ± 0.037
 

 

The lower limit  ! 0.460 " 0.037 ! 0.423  
 

The upper limit  ! 0.460 + 0.037 ! 0.497  
 

Our 90% CI  for p is: 
 

 0.423, 0.497( )  

 

Interpretation:  
 

We are 90% confident that this interval contains the probability that 
the coin comes up heads on a flip. 
 
Think About It: What does this suggest about a claim that the coin is 
fair? 
 

¥   p = 0.500 for a fair coin, so the fact that this 90% CI  for p 
does not contain 0.500 suggests that the coin is not fair . There 
is sufficient evidence against the claim that the coin is fair. 

 

¥ However, a 95% CI for p would contain 0.500, so based on a 
95% confidence level, there is insufficient evidence against 
the claim that the coin is fair. 

 

¥ WARNING 2 : Different confidence levels may lead us to 
different conclusions!  

§ 
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PART C: DETERMINING SAMPLE SIZE n 
 

Before we draw a sample, it would be nice to know how large it should be so that 
we have a certain confidence level and a certain margin of error  E. 
 

 
 

Determining Sample Size n (for Estimating p) 
 

For a  1−α( )  confidence level and a desired margin of error  E ,  

the conservative estimate for the required sample size n is given by: 
 

  

n =
z! /2( )2

0.25( )
E2

"

#

#
#

$

%

%
%
  

 

where ⎡⎢ ⎤⎥  is the ceiling (or Òround-upÓ) operator. 
 
 

¥ How do we obtain this formula? 
 
 

We take the margin of error formula 
  
E = z! /2

öpöq
n

 

and solve it for n. We then round up (if necessary) to be 
conservative. We obtain: 
 

  

n =
z! /2( )2

öpöq

E2

"

#

#
#

$

%

%
%
  

 

The highest possible value of   öpöq  is 0.25, so we use that in a 
conservative estimate for the required value of n.  
 

 

¥ Beware that if n is too small, then our normal approximations may 
not be valid, and our methods would be inappropriate. 
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Example 2 (Determining Sample Size n) 
 

A presidential candidate would like to know the proportion of likely U.S. 
voters who intend to vote for the candidate. 
 

How many likely U.S. voters should we poll to be 95% confident that our 
sample proportion will be no more than 3.5% (the Òpoll margin of error, or 
MOEÓ) away from the actual proportion? Use a conservative estimate. 

 

Interpret  your result. 
 

Use these hints about the z distribution: 

 

§ Solution 
 

Write the (maximum allowable) margin of error E in decimal form:  
3.5% is 0.035. 
 

  

n =
z! /2( )2

0.25( )
E2

"

#

#
#

$

%

%
%

=
1.96( )2

0.25( )
0.035( )2

"

#

#
#

$

%

%
%

= 784 likely U.S. voters

  

 

Interpretation:  
 

We should randomly sample 784 likely U.S. voters to be 95% 
confident that the eventual sample proportion will be no more than 
3.5% away from the actual proportion of likely U.S. voters who intend 
to vote for the candidate.  
 

¥ We say ÒeventualÓ sample proportion - we havenÕt found it yet! 
 

¥ What is a Òlikely U.S. voterÓ? That is always hugely controversial! 
§ 
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  LESSON 31:  ESTIMATING A POPULATION  

  VARIANCE ! 2 OR SD !   

How Do We Use  !
2  Distributions to Estimate  σ 2  or σ ? 

 
 

PART A: ASSUMPTIONS 
 

In this Lesson, we will find  1! "( )  confidence intervals (CIs) for a  

population variance  σ 2  or a population SD σ  under this assumption: 
 
 

¥ The original distribution is approximately normal: 
 

   X ∼
approx.

Normal  
 

Our methods here arenÕt as robust as before. A large sample size 
wonÕt help us as much.  

 
 

  
PART B :  CONSTRUCTING A 1! "( )  CI FOR  # 2  or #  

 
 

A  1−α( )  CI for  σ 2  is given by: 
 

  

n−1( )s2

χR
2 <σ 2 <

n−1( )s2

χ L
2  

 

A  1−α( )  CI for !  is given by: 
 

  

n−1( )s2

χR
2 <σ <

n−1( )s2

χ L
2  

 

We use the  χ
2  distribution on   n! 1( )  degrees of freedom (df). 

 

  ! R
2  is the right (greater) CV. 

 

  χ L
2  is the left (lesser) CV. 
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¥ We take the square roots of all three parts of the compound inequality in 
the first box (for  σ 2 ) to obtain the one in the second box (for σ ). 
 

¥ These CIs are not symmetric about the point estimates   s2  and s. 
There is no margin of error. The CIs are not of the form   !

2 = s2 ± E   
or  ! = s± E. 
 
¥ The sample mean  x  is not directly a part of these formulas, at least after 
we calculate   s2  or s. 

 
¥ Why is   ! R

2  in the leftmost parts of these compound inequalities? 

ItÕs the same reason as why 
 

1
3

<
1
2

. For example, take: 

 

  

n−1( )s2

χR
2 <σ 2 <

n−1( )s2

χ L
2  

 

The numerators and the denominators of the fractions are all positive, and 
the numerators are the same. The fraction with the greater denominator is 

lesser in value, like the 
 

1
3

. 

 
 

 

Rounding Rule for the Limits of the CIs 
 

Round off the limits of the CIs to the same number of decimal places 
as the given value of the sample variance   s2  or the sample SD s. 

 

Note: If we wanted to be conservative, we could round down the lower 
limit and round up the upper limit. Think of this as Òrounding out.Ó  
This will tend to widen the resulting CI. 
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Example 1 (90% CIs for a Population Variance and a Population SD) 
 

By mass, the pills produced by a company are approximately normally 
distributed. We randomly select 20 pills. The sample variance is 210 square 

micrograms 
 
mcg2( ) . 

 

¥ a) Find a 90% confidence interval (CI) for the population variance of the 
mass of pills produced by the company. Write  the CI in either the form 

 lower limit <! 2 < upper limit  or  lower limit, upper limit( ). Interpret  the 

CI. 
 

¥ b) Also find a 90% confidence interval (CI) for the population SD of the 
mass of pills produced by the company. Write  the CI in either the form 

 lower limit < ! < upper limit  or  lower limit, upper limit( ). Interpret  the CI. 
 

Use these hints about the  χ
2  distribution on 19 degrees of freedom (df): 

 

 
 

§ Solution 
 

Let  σ 2
 be the population variance of the mass of the pills produced by the 

company. 
 

Let σ  be the population SD of the mass of the pills produced by the 
company. 
 

The methods of this Lesson apply because: 
 

¥ We are assuming that the pills by mass are approximately normally 

distributed.    X ∼
approx.

Normal  
 
 
 
 



(Lesson 31: Estimating a Population Variance  σ 2  or SD σ ) 31.04 
 
The sample size   n = 20  pills. 
 

The sample variance 
  s

2 = 210 mcg2( ) . 
 

We want to use critical values (CVs) from the  χ
2  distribution on 19 df, 

since   n! 1( ) = 20! 1 = 19. 
 

¥ a) A 90% confidence interval (CI) for  σ 2  is given by: 
 

  

n! 1( )s2

" R
2

<# 2 <
n! 1( )s2

" L
2

 
 

¤ WARNING 1: Make sure to put the greater CV,   ! R
2 , in the 

leftmost part! 
 

 

20−1( ) 210( )
30.144

<σ 2 <
20−1( ) 210( )

10.117  
 

 132 mcg2 <σ 2 < 394 mcg2
 

 

or  395 mcg2  if Òrounding outÓ 
 
The 90% CI for  σ 2

 can be written as:  132 mcg2, 394 mcg2( )  

                 or  132 mcg2, 395 mcg2( )  

 
Interpretation:  

 

We are 90% confident that this interval contains the population 
variance of the mass of the pills produced by the company. 
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¥ b) A 90% confidence interval (CI) for σ  is given by: 
 

  

n−1( )s2

χR
2 <σ <

n−1( )s2

χ L
2

 
 

 

20! 1( ) 210( )
30.144

<" <
20! 1( ) 210( )

10.117  
 

¤ WARNING 2: DonÕt just compute  132 and  394 based 
on a); you may lose accuracy! 

 

 12 mcg <! < 20 mcg 
 

    or  11 mcg 
        if Òrounding outÓ 

 
The 90% CI for σ  can be written as:  12 mcg, 20 mcg( ) 

                or  11 mcg, 20 mcg( ) 

 
Interpretation:  

 

We are 90% confident that this interval contains the population SD of 
the mass of the pills produced by the company. 

§ 


